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Disclaimer 

This document is part of an internal deliverable of the RAYUELA project, funded by the 
European Union’s Horizon 2020 research and innovation program under grant agreement No 
882828.  

The sole responsibility for the content of this document lies with the authors and in no way 
reflects the views of the European Union. In particular, the tests performed in the context of 
this document have taken place in the project partners’ own laboratories, always under the 
necessary expert supervision and in a controlled and prepared environment. It is therefore 
impossible to identify real end users in any of our test results. 

No personal comments or opinions of the researchers are included in this document, only the 
results obtained from a set of tests are presented and compared. And in no way has any kind 
of benefit been obtained from any brand of connected device to expose beneficial or 
detrimental results to that or other brands. The reader is encouraged to understand the 
exposed tests as the result of research in controlled environments. In the event of wishing to 
replicate any of the tests performed, the researchers are not responsible for any misuse of the 
information provided.   
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Executive Summary 

This deliverable is included in WP2, which is focused on technology assessment and IT threat 
landscape. Specifically, this deliverable is the result of the work carried out in tasks T2.2, T2.3, 
and T2.4. These tasks are mainly related to three aspects: 

- Conducting vulnerability tests and risk assessment of security issues linked to 

connected devices (T2.3); 

- Study of the IT threat landscape, focusing on the identification of most common online 

threats for children and young adults, and, in particular for this case, on how human 

factors may influence the impact of technological risks and threats (T2.3);  

- Accounting for the rise of CaaS models exploiting IoT vulnerabilities. (T2.4)  

Thus, the main objective of this document is to describe and explain a methodology for the 
evaluation of security and privacy risks in IoT devices, as well as a catalogue of vulnerabilities 
in IoT devices frequently used by children and young people and some recommendations for 
risk mitigation. In addition, to support the methodology, this document exposes a set of 
interesting tools for testing security and privacy vulnerabilities in the context of the IoT. As an 
additional source of data, the paper includes a dedicated section for the analysis of attacker 
behaviour by designing and deploying an IoT honeypot. The methodology developed, the tests 
performed, and the results obtained along with the recommendations offered are stored in 
an open access platform for public consultation. Furthermore, next to purely technological 
aspects, the work done also consider human factors affecting such technological 
vulnerabilities and their exploitation in new CaaS models.  

The results show that generic and more affordable devices are more prone to attack due to 
security and privacy vulnerabilities. The fact that these devices are cheaper is also, partly, 
because they use third-party applications to manage the information collected. These 
applications are often hosted in countries with dubious or less restrictive data protection 
policies. This, together with the human factors that have the highest correlation with possible 
cybersecurity attack vectors (External locus of control, Learned Helplessness, Careless Privacy 
Attitude or Low Perception of Risk), has been reflected in the creation of a socioeconomic 
framework for the provision of tools and applications to offer personalized services for taking 
advantage of CaaS. 
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Introduction 

As a starting point for this project, an analysis of security and privacy of connected devices has 
been carried out as part of previous tasks outside this development. This analysis concludes 
with the top ten security and privacy issues associated with the use of IoT technology and 
connected devices by minors. As experts, we must address and analyse these problems from 
a technological or engineering perspective and by studying human and socio-economic factors 
that influence the appearance, development and establishment of these problems and the 
underlying threats. Therefore, it is necessary to analyse these problems from three specific 
points of view: technological, psychological, and socio-economic. 

This document is organised into three well-differentiated sections. Section 1 focuses on 
outlining the testing methodology developed to assess the security and privacy problems of 
connected devices commonly used by minors. It also offers a series of recommendations to 
try to mitigate the impact of those threats. As an additional source of information about how 
attackers behave, a computer security mechanism, i.e., honeypot, has been included in 
addition to the tests performed following the proposed methodology. All the information is 
presented on an Open Access Platform where access is also provided to a tool developed for 
testing devices. For its part, section 2 analyses the human factors involved in supporting the 
security and privacy problems identified. Finally, section 3 focusses on the CaaS issue, 
analysing how services are developed to exploit socio-economically the vulnerabilities 
associated with the security and privacy problems of IoT devices analysed before. 
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1 Vulnerability tests and risk assessment of 

security issues linked to connected devices 

1.1 Design testing method 

From the results obtained in previous tasks and already mentioned in the document, there is 
a categorization of the devices most used by young people and on which the associated 
security and privacy problems have been investigated. This document includes a list of specific 
devices of interest to the project on which the tests described here have been performed. The 
following sections describe the testing methodology for the security and privacy analysis 
applied to the selected devices. 

1.1.1 Test scenario 

The operating and communication scheme commonly used by all current IoT devices underlies 
the evaluation scenario. An element with high computing capacity acts as an intermediary 
(hub, configurator, etc.) with external servers. Depending on the IoT device, BLE or the user’s 
Wi-Fi hotspot, supports the communication with the master or hub. For its part, this scenario 
uses a wireless link to implement the communication between the master element or. Finally, 
special attention has been paid to the user interaction with specific devices when they use 
voice commands. Figure 1 shows the organization of the test scenario used in the proposed 
security and privacy assessment. 

 

Figure 1. Testing scenario overview. 

This scenario shows three areas of analysis: one focused on user-connected device interaction, 
a second one on communication between the connected device and the communications hub, 
and a third one on studying the communication process between external servers or third-
party applications and the hub system. Each analysis area will define a case study to examine 
the security and privacy issues by defining specific tests. In the case of LTE communication 
between the communication hub and external/cloud servers is out of the scope of this analysis 
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due to the cost associated with the LTE/GSM monitoring tools and the underlying legal 
aspects. 

1.1.2 Testing tools 

The analysis of the communications carried out within the defined scenario focuses on 
studying all the information packets emitted by the devices involved in each test. Thus, 
Wireshark was used as the default software tool, both for the analysis of BLE and Wi-Fi 
packets. Wireshark is a communications packet analyser widely used in telecommunications, 
both academically and for research. In addition, it is an open-source and cross-platform tool, 
which facilitates its adaptation to the finally selected hardware tools (plug-ins and addons) as 
well as to different operating systems. The next sections describe the remaining hardware and 
software tools used to perform the planned tests.  

1.1.2.1 Bluetooth  

To be able to intercept the BLE communication between the peripheral device and the master, 
a tool capable of correctly capturing and interpreting the exchanged packets was required. 
Among the main sniffer devices available on the market and shown in Figure 2, the Nordic 
Semiconductor nRF52 DK was chosen due to its radio characteristics, ease of use and 
versatility, as it is programmable and can be used as a development kit as well as a sniffer. 

Table 1. Bluetooth sniffing and analysers tools: a comparative. 

Device  
Characteristics 

Pros Cons 

Bluefruit LE Sniffer  

  

Wireshark compatible 
Easy to use  

BLE only 
1 listening channel 

nRF52 DK  

  

Wireshark compatible 
Programmable  
Debugging 
BLE, Bluetooth mesh, NFC, 
and ANT  

1 listening channel  

nRF52840 DK  

  

Wireshark Compatible  
Programmable  
Debugging  
Bluetooth LE, Bluetooth 
mesh, NFC, Thread and 
Zigbee  

1 listening channel  

nRF52840 Dongle  

  

Wireshark Compatible  
Low-cost  
Small 
Easy to use  

Low range 
Fewer functionalities 
compared to nRF52840 and 
nRF52 
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Bluetooth 5,  
Bluetooth mesh, Thread and 
Zigbee  

1 listening channel  

CC2540EMK-USB  

  

Wireshark Compatible    

1 listening channel  

Ubertooth One  Wireshark Compatible  
Programmable  
Open Source  
Long Range  

Hard to configure 
Packet loss 
1 listening channel  

HackRF One  Generic SDR: Bluetooth and 
more protocols 

Can sniff BLE traffic, but it is 
hard to implement due to 
frequency hopping 

 

Figure 2. Nordic Semiconductor’s nRF52 DK. 

Finally, to implement the “BLE ping of death” attack we have used Bluez, the Linux’s Bluetooth 
stack. Specifically, we have used the L2ping tool to ping a Bluetooth device. To support the 
L2ping request system, an Ubuntu 20.04.2.0 operating system (Canonical Ltd., London, UK) 
installed on a RaspberryPi 4 model B (Raspberry Pi Foundation, London, UK) was used. 

1.1.2.2 Wi-Fi 

The hardware tools used to sniff and analyse the Wi-Fi signal are the TP-Link TL-WN722N (TP-
Link Technologies CO. LTD, Shenzhen, PRC) antenna and the Alfa AWUS036ACH (Alfa network 
Inc., Taiwan, PRC) antenna. To trace out what data is sent between the fitness wristband 
application and the servers of each company, the packets emitted by the mobile applications 
were captured using mitmproxy. 

mitmproxy is an open-source tool that provides an interactive proxy with SSL/TLS capability to 
intercept HTTP/1, HTTP/2 and WebSockets. It allows for real-time interception and analysis of 
HTTP and HTTPS requests and responses sent from a mobile device or an external server, 
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making the computer where it is installed function as an HTTP proxy for the smartphone's 
connections. Figure 3 and Figure 4 illustrate how mitmproxy works. 

 

Figure 3. System overview with mitmproxy as middle proxy between the communication hub and external servers. 

 

Figure 4. Behaviour of mitmproxy.  

To protect the integrity and confidentiality of transmitted data, HTTPS uses TLS/SSL to encrypt 
data end-to-end. Therefore, to successfully intercept HTTPS traffic transmitted between a 
mobile and an external server, it is necessary to install a customized root certificate on the 
device. mitmproxy uses a self-created certificate that will be trusted by the mobile being 
analysed. In this way, it implements MitM attack against the application and the encrypted 
content of messages exchanged can be captured in clear text. 

1.1.2.3 Hotspot virtualization 

One way to control a Wi-Fi-based communication environment is by creating a virtual hotspot, 
as shown in Figure 5. In this sense, we have created an environment composed of a TP-Link 
TL-WN722N antenna (TP-Link Technologies CO. LTD, Shenzhen, PRC) and an Ubuntu 20.04.2.0 
operating system (Canonical Ltd., London, UK) virtualized through VirtualBox (Oracle Co., CA, 
USA). Finally, the Wireshark tool was the tool selected to perform the Wi-Fi traffic analysis. 
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Figure 5. Virtualized hotspot overview. 

1.1.3 List of tests 

1.1.3.1 Wearables 

An overview of the range of tests chosen for the analysis of the devices is given below, with a 
brief description of each one, as the Table 2 shows: 

• Authentication: the application associated with the wearable implements a method to 
authenticate the user's identity. 

• Insecure pairing method: the link between the wearable and the mobile device uses a 
pairing method considered insecure or ineffective against MitM or passive 
eavesdropping attacks and lacks privacy safeguards: 

o “Just Works” does not provide any protection against MitM and eavesdropping 
attacks1. 

o “Numeric Comparison” does not protect against eavesdropping. 

o “Passkey” does not protect a device against eavesdropping in BLE v 4.2 [1], [2]. 

• Unencrypted Communications: the BLE communication between the wearable device 
and smartphone is not encrypted.  

• Encryption keys sent in plain text: during the pairing process, the wearable and mobile 
devices exchange encryption keys in a format that can be easily captured and 
processed by the BLE sniffer. 

• Static MAC address: the wearable uses a static MAC address (i.e., it does not change 
when the device is turned off or restarted), exposing it to tracking and user 
identification attacks. 

 

1 https://www.bluetooth.com/specifications/specs/core-specification/ 
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• Transmission of sensitive information to third-party servers: the fitness application 
sends sensitive user information to third-party servers. 

• Sending of information and firmware updates via HTTP: The application receives 
firmware updates and sends requests with sensitive information using HTTP without 
TLS. 

Table 2. Security and privacy issues and tests mapping. (1) Authentication, (2) Insecure pairing method, (3) Unencrypted 
communications, (4) Encryption keys sent in clear text, (5) Static MAC address, (6), Transmission of sensitive information 

to third-party servers, (7) Sending information and firmware updates over HTTP. 

WEARABLES (1) (2) (3) (4) (5) (6) (7) 

Spoofing  X  X X X  X 

Lack or weak encryption    X    X 

Lack or weak authentication  X       

Uncontrolled voice interaction         

Code injection  X       

Data interception   X X X X  X 

Takeover  X  X X X   

User data being compromised    X  X   

Violation of privacy laws    X   X  

Lack of Control and 
Understanding  

     X  

1.1.3.2 Smart Personal Assistants 

The feature tests were divided into four categories, covering the different stages of the 
interaction of a user with the device and the possible security and privacy adjustments that 
can be made. With these domains, the aim was to obtain a global overview about security and 
privacy in SPA, focusing the study on common configuration aspects, and actions that a person 
can perform on the devices. 

• Installation. These tests cover both the installation of the device with the SPA itself and 
the registration of new accessories and third-party skills. 

o Installation process of the SPA. It was studied how the installation of the 
personal assistant was carried out, which additional devices and applications 
are necessary, and what configurations can be performed. 
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o Installation of new connected devices. The installation process of accessories 
connected to the assistant is examined and which permissions or 
configurations can be set to restrict their use. 

o Installation of third-party skills. The installation process of third-party skills or 
developments to be invoked from the assistant was analysed if the SPA had this 
functionality available. 

• Interaction. Analyses that cover the possible options that a user has for managing the 
interaction with the SPA, with connected devices and third-party skills. 

o Interaction with the SPA and connected devices. Checks how a user can control 
the interaction with the assistant and the connected accessories. 

o Interaction with third-party skills. It is analysed if there are controls that allow 
to define use profiles for third-party skills incorporated to the assistant. 

• Functionality. Tests covering options to control assistant functionalities, such as 
payments or multimedia content playback. 

o Payments and transactions. The possibility of making payments from the 
assistant is studied, verifying the configurations and restrictions that a user can 
define. 

o Possibility of creating "safe" profiles for minors. It was checked if the assistants 
have options to create restricted profiles for minors in an easy manner, 
therefore allowing for control of multimedia content that is played by the 
assistant, the accessories with which it can interact, payments that can be 
made, etc. 

• Privacy and security. This category includes tests that evaluate the security features of 
the assistant, as well as the options that a person has to control the use of his/her 
personal information. 

o Control of answers containing personal information. Assistants can include 
users' personal information as responses to some of the requests. This test 
evaluates if a user can control the sharing options of his personal information. 

o Authentication methods. The authentication methods available in the 
assistants are analysed, as well as their real effectiveness. 

o Non-human voice filtering. It is checked whether the assistant is susceptible to 
be activated by voices of artificial origin, such as a recorded message or a Text 
To Speech system. 

o Interaction with the conversation history. These tests cover the options 
provided to the user to control and display information about the conversation 
history with the assistant. 
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1.1.3.3 Smart home IoT 

The security and privacy tests performed to the home IoT devices and a brief description of 
each one are detailed below as the Table 3 shows: 

• Authentication: the application associated with the smart home IoT device implements 
a method to authenticate the user's identity. 

• Insecure pairing method: the link between the smart home IoT device and the mobile 
app uses a pairing method considered insecure or ineffective against MitM or passive 
eavesdropping attacks and lacks privacy safeguards. 

• Unencrypted Communications: the Wi-Fi communication between the smart home IoT 
device and mobile app is not encrypted.  

• Static MAC address: the smart home IoT device uses a static MAC address (i.e., it does 
not change when the device is turned off or restarted), exposing it to tracking and user 
identification attacks. 

• Transmission of sensitive information to third-party servers: the managing smart home 
IoT device application sends sensitive user information to third-party servers. 

• Sending of information and firmware updates via HTTP: The mobile app receives 
firmware updates and sends requests with sensitive information using HTTP without 
TLS. 

Table 3. Security and privacy issues and Smart Home IoT devices tests mapping. (1) Authentication, (2) Insecure pairing 
method, (3) Unencrypted communications, (4) Static MAC address, (5) Transmission of sensitive information to third-

party servers, (6) Sending information and firmware updates over HTTP. 

Smart Home IoT (1) (2) (3) (4) (5) (6) 

Spoofing  X  X X   

Lack or weak encryption    X   X 

Lack or weak authentication  X      

Uncontrolled voice interaction        

Code injection  X  X X   

Data interception   X X X  X 

Takeover  X X X X   

User data being compromised      X  

Violation of privacy laws      X  

Lack of Control and Understanding      X  
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1.1.4 List of devices 

1.1.4.1 Wearable devices 

Wearable devices were selected to include high-end brands such as Fitbit or Garmin, and 
popular devices (much less expensive) with doubtful reputation. In additions an effort was 
made to include models specifically designed for children. 

The selection of wearables analysed is the following (see Figure 6): 

• Mi Band 5 

• Garmin vívofit jr. 2 

• Fitbit Ace 3 

• Honor Band 5 

• Honor Watch ES 

• BIGGERFIVE Fitness 

• TOOBUR Smartwatch 

• Amazfit Band 5 

• BIGGERFIVE Vigor 

• Fitbit Inspire 2 

• TOOBUR Smart band  

 

Figure 6. Example of the wearable catalogue analysed. 

1.1.4.2 Smart Personal Assistants and Wireless Speakers 

The most popular home assistants, from the four leading brands were included in this 
research. The selection of SPA analysed is the following: 

• Apple HomePod Mini (see Figure 7). 

• Google Home Mini (see Figure 8). 

• Google Nest Audio (see Figure 9). 

• Amazon Echo Show 5 (see Figure 10). 

• Amazon Echo Dot 4 (see Figure 11) 

• Facebook Portal (see Figure 12) 



D2.3 Open Report on Methodology,  
tools & results of testing security & 
privacy issues of connected devices 

Contract No.882828  23 

All features of each SPA are detailed in Table 4. For its part, the wireless speaker (BLE speaker) 
selected to be analysed is the JBL Charge 4, which uses Bluetooth v4.2. to pair with the 
communication hub (smartphone). 

Table 4. Description of SPAs' features. 

Features 
Apple HomePod 

Mini 
Google Home 

Mini 
Google Nest 

Audio 
Amazon Echo 

Show 5 
Amazon Echo 

Dot 4 
Facebook Portal 

Model and 
release date 

1st Generation 
(November 2020) 

1st Generation 
(October 2017) 

- 
1st Generation 

(June 2019) 
4th Generation 
(October 2020) 

2nd Generation 
(October 2019) 

Built-in SPA Siri 
Google 

Assistant 
Google 

Assistant 
Amazon Alexa Amazon Alexa Amazon Alexa 

Companion 
application 

Home Application 
Google Home 
Application 

Google Home 
Application 

Amazon Alexa 
Application 

Amazon Alexa 
Application 

Amazon Alexa 
Application 

Supported 
OS 

iOS iOS and Android iOS and Android iOS and Android iOS and Android 
iOS and 
Android 

Wake-up 
word 

activation 

It can be turned 
off, but the wake-
up word cannot be 

changed 

It cannot be 
deactivated, 

and the wake-
up word cannot 

be modified 

It cannot be 
deactivated, 

and the wake-
up work cannot 

be modified 

It cannot be 
deactivated, but 

the wake-up word 
can be selected 

from a set of 
three 

It cannot be 
deactivated, 

but the wake-
up word can be 
selected from a 

set of three 

It cannot be 
deactivated, 

but the wake-
up word can be 
selected from a 

set of three 

Microphone 
It cannot be 
deactivated 

It can be turned 
off 

It can be turned 
off 

It can be turned 
off 

It can be turned 
off 

It can be turned 
off 

Camera No No No 
Yes. It can be 
deactivated 

No 
Yes. It can be 
deactivated 

Voice 
recognition 

Yes Yes Yes Yes Yes Yes 

 

 

Figure 7. HomePod Mini 
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Figure 8. Google Home Mini 

 

Figure 9. Google Nest Audio. 

 

 

Figure 10. Amazon Echo Show 5 
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Figure 11. Amazon Echo Dot 4 

 

Figure 12. Facebook Portal 

1.1.4.3 Smart Home IoT 

The selection of smart home IoT devices analysed is the following: 

• Sonoff devices family. 

o Sonoff smart plug. 

o Sonoff smart lamp holder. 

o Sonoff cable device. 

• NiteBird smart led light strip. 
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1.2 Test implementation and results 

1.2.1 Wearables 

1.2.1.1 Operation process 

Each category of connected device follows a different operating procedure but can be 
generalized. In this way, it is possible to systematize the evidence acquisition process during 
the execution of each test defined for each device, depending on the category to which it 
belongs. In this way, it is possible to obtain a uniform set of results and avoid excluding 
relevant data and evidence. 

• Switching on the wearable and mobile device. 

• Connection of the wearable with nRF52 DK and Wireshark. 

• Registering/Logging in to the application. 

• Pairing process of wearable device and smartphone. 

• BLE data collection activities: 

o Carrying out physical activities such as walking, running, etc. 

o Data Synchronization with wearable. 

o Disconnection from wearable. 

o Reconnection with wearable. 

• HTTP data collection activities: 

o Editing the user profile. 

o Synchronization of data with cloud server. 

o Logging off. 

o Logging in. 

• Disconnection. 

1.2.1.2 Test results 

For each device, the tests performed, and the results obtained are briefly summarized below. 

1.2.1.2.1 Mi Band 5 

• Authentication: the device requires the user to connect via Huami's Mi Fit app. To use 
it, a Mi Account is required to log in, although it is possible to create one from a third-
party account such as Google. 

• Pairing and Encryption: Pairing in BLE is immediate and unencrypted, so the packets 
exchanged are visible to the sniffer. The application appears to establish a connection 
between the band/app and Huami's servers, which hides its operation using the 
company's proprietary methods (see Figure 13) and prevents the use of other 
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applications. The app authenticates/pairs the phone with Huami's servers and hides 
the Auth Key in the phone's file system so that it cannot be used by other apps.  

 

 

Figure 13. Proprietary Huami BLE attributes used by Mi Fit. 

• Although it is not easy to identify what information is being communicated 
immediately, since the communications are not encrypted, an attacker could 
understand the operation of Huami's proprietary Services and obtain user's data. That 
is why there are ways to circumvent this limitation [3], [4], already accessible online. 

• MAC Address: The device's MAC does not change on reboot and is constantly 
announced when the device is not paired, making it easily identifiable. 

• Privacy: The application constantly prompts the user to grant permissions for location, 
health data and access to the photo album, media content and other files (see Figure 
14). 

 

Figure 14. Example of permissions requested by the Mi Fit application (left: images and media; right: location). 

1.2.1.2.2 Amazfit Band 5 

• Authentication: the device requires the user to connect via Huami's Zepp app. This app 
requires a Zepp account to log in, although it is possible to create one from a third-
party account such as Google, Apple, Mi-Xioami or Facebook. 
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• Pairing and Encryption: Pairing in BLE is immediate and unencrypted, so the packets 
exchanged are visible to the sniffer. This process is like the one described in the section 
0. 

• MAC Address: The device's MAC is visible unless otherwise indicated and it does not 
change on reboot. In addition, it is constantly announced when the device is not 
paired, making it easily identifiable. 

• Privacy: The application constantly prompts the user to grant permissions for location, 
health data and access to the photo album, media content and other files, as the 
section 0 pointed out. 

1.2.1.2.3 Garmin vívofit jr. 2 

• Authentication: It is necessary to register the device in the Garmin app (Garmin Jr.) 
which can be done from third party accounts, such as Google. 

• Pairing and Encryption: It uses a more secure pairing method than the previous 
devices. Vivofit uses Passkey, whereby the user must enter the app a number that 
appears on the wearable's screen. There is encryption, but the Long-Term Key is sent 
in clear text, so the sniffer can decrypt the packets being sent (see Figure 15). 

 

Figure 15. LTK sent in clear text by vivofit jr. 2. 

• MAC Address: The MAC address does not change when the wearable is rebooted and 
is announced when it is not paired. 

• Privacy: The Garmin application must be managed from an account that must be 
controlled by a parent. However, the method used to identify whether it is an adult 
who is registering the account is subject to simple questions (see Figure 16). The 
application requests location permissions to use Bluetooth. 
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Figure 16. Questions asked by Garmin Jr. for adult authentication. 

1.2.1.2.4 BIGGERFIVE Fitness and Vigor 

• Authentication: A third-party application, VeryFitPro, which does not require any type 
of authentication or registration, must be used. Also, it is possible to create a user 
account. 

• Pairing and Encryption: The device pairs with the smartphone directly, so it uses Just 
Works method. There is no packet encryption. This allows the device to seamlessly 
connect to any other device once it has lost connectivity with the main 
communications hub (the user's smartphone). 

• In the case of the information that is sent from the application to external servers 
through Wi-Fi, it is possible to observe encrypted information (via HTTPS), but some 
information is also sent in clear (HTTP). This information transmitted in clear contains 
sensitive data such as the sex of the user or the MAC address (see Figure 17). This 
information is sent to external servers when the user tries to update the firmware of 
the device. 



D2.3 Open Report on Methodology,  
tools & results of testing security & 
privacy issues of connected devices 

Contract No.882828  30 

 

Figure 17. Graphical description of the information exchanged by VeryFitPro and external servers. 

• MAC Address: The MAC address is static, does not change when the device is rebooted 
and is announced when it is not paired. 

• Privacy: The application requests permissions for location, access to contacts and 
messages, as well as access to the photo album and camera. The app's privacy policy 
states that the app collects personal information such as the device's IMEI (unique 
phone identifier) and exact location. It is also stated that this information may be 
shared with third parties. Although the wristband is targeted at minors, the company's 
privacy policy specifies that the application is not intended for use by minors (see 
Figure 18). 
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Figure 18. Data collected by VeryFitPro. 

1.2.1.2.5 TOOBUR Smartwatch and TOOBUR Smart band 

• Authentication: No authentication required. The wearable uses VeryFitPro. 

• Pairing and Encryption: The device is paired from the application directly, so it uses 
Just Works method. There is no encryption of the packets, and it is easy to identify 
what kind of data is being sent. If paired from outside the application, the LTK is sent 
in clear text, so any sniffer can decrypt the exchanged packets (see Figure 19). 

 

Figure 19. LTK sent in cleartext by TOOBUR Smartwatch. 

• MAC Address:  the MAC address is static, does not change when the device is rebooted 
and is announced when it is not paired. 

• Privacy: as it uses VeryFitPro, the same problems as those present in the BIGGERFIVE 
Fitness were identified. 



D2.3 Open Report on Methodology,  
tools & results of testing security & 
privacy issues of connected devices 

Contract No.882828  32 

1.2.1.2.6 Honor Band 5 and Honor Watch ES 

• Authentication: It is necessary to use the Huawei Health application, which requires 
creating or logging in with a Huawei ID. The registration process requires a phone 
number and email account. 

• Pairing and Encryption:  

o In a similar manner to how the Xiaomi Mi Fit app works, communications 
between the central device and the peripheral are unencrypted, and 
authentication is done on the Huawei server side to prevent other applications 
from being used. 

• The pairing process requires the user to confirm the linking of the devices on the 
wearable's display (see Figure 20). 

 

Figure 20. Pairing method and process implemented by Honor Band and Honor Watch series. 

• MAC Address: The MAC address is static, does not change when the device is rebooted and is 
announced when it is not paired. 

• Privacy: The application requests access to the following permissions: 

o Location 

o Contacts 

o Calls 

o Notifications 

o Photos, camera, and filesystem. 

• The application uses Certificate Pinning to prevent the use of fraudulent certificates, so it is 
not possible to capture HTTP/HTTPS traffic by means of mitmproxy. 
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1.2.1.2.7 Fitbit Ace 3 and Fitbit Inspire 2 

• Authentication: It is necessary to register in the Fitbit app and to create a family 
account. Once registered, the app allows the user to switch between different views 
for child/adult by validating with the password, as shown in Figure 21.  

 

Figure 21. Guardianship confirmation process over Fitbit Ace. 

• Pairing and Encryption: The wristband features the most secure pairing method by 
implementing BLE Secure Connections. This method encrypts communications with 
public key cryptography and Elliptic Curve. By implementing an Elliptic Curve Diffie 
Hellman (ECDH) key exchange, it is not possible to decrypt the communication once 
the devices are paired (see Figure 22). The pairing method used is Passkey with a 4-
digit key (instead of 6). 

 

Figure 22. Capture of the ECDH key exchange when pairing the FitbitAce 3. 
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• MAC Address: The MAC address is static, does not change when the device is rebooted 
and is announced when it is not paired. 

• Privacy:  

o The Fitbit application must be used from an account that must be controlled by 
the child's parents. 

o The application allows the user to switch between two views (minor and adult), 
access to which is protected by the account password. 

o The application uses Certificate Pinning to prevent the use of fraudulent 
certificates, so it is not possible to capture HTTP/HTTPS traffic by means of 
mitmproxy. 

1.2.1.2.8 Apple Watch Series 6 

Apple smart watches are devices that only integrate with other Apple devices such as iPhone, 
iPad, or MacBook.  

• Pairing and Encryption: The pairing process is robust and secure (leaving aside intrinsic 
Bluetooth problems such as BIAS or KNOB).  

• MAC address. Apple Watch is the only device analysed that uses dynamic MAC addresses. 

• Privacy: 

Regarding privacy, this device is governed by Apple's base agreements and all sensitive 
information handled is processed securely. 

1.2.1.3 Analysis of the results 

The Table 5 shows a summary of the results of the tests performed throughout the project on 
the wearables selected. 

Table 5. Comparative of all wearables analysed. 

WEARABLES  

A
u

th
en

ti
ca

ti
o

n
 

Se
cu

re
 p

ai
ri

n
g 

m
et

h
o

d
  

En
cr

yp
te

d
 

co
m

m
u

n
ic

at
io

n
s 

 

En
cr

yp
ti

o
n

 k
ey

s 

se
n

t 
in

 c
le

ar
 t

ex
t 

St
at

ic
 M

A
C

 

ad
d

re
ss

  

Se
n

d
in

g 

in
fo

rm
at

io
n

 a
n

d
 

fi
rm

w
ar

e 
u

p
d

at
es

 

o
ve

r 
H

TT
P

  

Mi Band 5   ✓   ✓ X No enc.    ✓ X 

Garmin vívofit jr. 2    ✓  ✓   ✓   ✓   ✓ X 

Fitbit Ace 3     ✓  ✓   ✓  X   ✓ X 

Honor Band 5   ✓  X  X  No enc.   ✓  X 

Honor Watch ES   ✓ X  X  No enc.   ✓ X 
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Biggerfive Fitness X X   X No enc.  ✓   ✓ 

TOOBUR Smartwatch  X X   X  ✓   ✓   ✓ 

Biggerfive Vigor X X   X No enc.  ✓   ✓ 

Amazfit Band 5   ✓   ✓ X No enc.    ✓ X 

Apple Watch 6 ✓ ✓  ✓ X  X X 

Fitbit Inspire 2   ✓  ✓   ✓  X   ✓ X 

TOOBUR Smart band  X X   X  ✓   ✓   ✓ 

It can be seen from it that devices from well-known brands such as Fitbit, Garmin or Apple 
implement more security and privacy measures than devices from smaller companies such as 
BIGGERFIVE or TOOBUR. Even so, many of them do not encrypt BLE communications or 
implement pairing methods that do not ensure the privacy of user data. This is the case of 
devices such as Garmin vívofit jr. 2, Mi Band 5, Honor Band 5, and Honor Watch ES. Although 
they try to obfuscate their communications by using proprietary BLE services and attributes, 
it has been found on several occasions that these methods had been breached by reverse 
engineering and there is publicly accessible information describing their operation. 

On the other hand, the only wearables which can prevent MitM, and eavesdropping attacks 
are the Fitbit Ace 3 and Apple Watch 6 since they implement BLE Secure Connections with 
ECDH key exchange or secure proprietary exchange methods. All other systems use outdated 
legacy versions of BLE, with Legacy Pairing methods such as Just Works that allow an attacker 
to intercept keys and access decrypted traffic. Nonetheless, all devices are susceptible to being 
attacked by KNOB or BIAS, due to a vulnerability in the Bluetooth architecture in versions 5 or 
less. 

As for fitness apps and their privacy, all of them seem to state that they collect sensitive user 
information in their privacy policies. Moreover, VeryFitPro (used by BIGGERFIVE Fitness and 
TOOBUR Smartwatch) sends private date over an insecure channel (HTTP), while the rest 
(well-known brand apps) implement Certificate Pinning on HTTPS/TLS avoiding MitM and 
eavesdropping attacks with tools like mitmproxy. Only the applications used by high-end 
wearables require user authentication, and in the case of devices specifically designed for 
minors, only Garmin Jr. and Fitbit apply specific measures to protect the minor's information.  

By not encrypting either the BLE connection or requests sent over HTTP, VeryFitPro is by far 
the most insecure and least private application among those analysed. As demonstrated in 
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section 1.2.1.2.4, its operation is vulnerable to reverse engineering attacks, regardless of the 
connected device. Of particular concern is fact that, BIGGERFIVE and TOOBUR Smartwatch 
devices, which are designed specifically for minors, indicate in their boxes and manuals that 
the bands must be used with VeryFitPro app. 

One last particularly relevant finding from the analysis is that all the devices analysed make 
use of static MAC addresses except the Apple Watch 6. The MAC address of a BLE peripheral 
device is constantly advertised unencrypted when it is disconnected from its central 
controller, making it vulnerable to being tracked and identified by an attacker.  

1.2.2 Smart Personal Assistants 

1.2.2.1 Operation process 

As with wearable devices, it is possible to systematize the evidence acquisition process during 
the execution of each test defined for each device. In this way, it is possible to obtain a uniform 
set of results and avoid excluding relevant data and evidence. 

• Switching on the SPA and the mobile device. 

• Connecting the SPA to the Internet via Wi-Fi. 

• Registration/login to the application that manages the SPA. Personal account required 
(Google, Amazon, iCloud, Facebook, etc.). 

• SPA recognition, synchronisation, and configuration process from the mobile 
application. 

• Tests of interaction with the SPA: 

o Basic tests: voice authentication, recognition of non-human voices, exchange 
of personal data, storage of conversation histories, control of responses with 
personal content, etc. 

o Tests with devices connected to the SPA. 
o Testing with the SPA and third-party skills/competences, if any. 

• Testing of voice payments and transactions. 

1.2.2.2 Test results 

The test described in detail on section 1.1.3.2 were performed in all SPA analysed. The results 
for every device are shown below. Additionally, this section provides the analysis of a 
Bluetooth speaker, JBL Charge 4, as an example of wireless speaker used by children and 
young adults. 

1.2.2.2.1 JBL Charge 4 

This type of device does not need installation or preparation of any kind. The only action 
expected or necessary by the user is the pairing process with the communication hub 
(smartphone). In this sense, it was found that the MAC of the device is transmitted clearly and 
is easily accessible by a possible attacker. 
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Leaving aside more sophisticated attacks like KNOB or BIAS, both feasible due to the Bluetooth 
version implemented by the device (v4.2.), a DoS has been proven. For this, a test scenario 
like the one described in Figure 23 has been created. The process followed in the test is 
detailed in Figure 24. 

 

Figure 23. Overview of the DoS attack test performed to a JBL Charge 4 device. 

 

Figure 24. Sequence diagram of the DoS attack tested. 
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1.2.2.2.2 Apple HomePod Mini 

• Installation 

o SPA installation. An iCloud account and an Apple device are required. Wi-Fi 
details, Siri and other preferences are shared from the iPhone. 

o Connected accessories installation. It is possible to configure whether a user 
has permission to add or edit devices. 

o Third-party skills installation. Third-party skills cannot be configured. 

• Interaction 

o Interaction with SPA and connected devices. Voice and touch control can be 
deactivated. The use of multimedia devices can be disabled, and the control of 
connected accessories can be specified per user. 

o Interaction with third- party skills. There is no possibility to interact with third-
party skills. 

• Functionality 

o Payments and transactions. Payments or purchases from the HomePod Mini 
are not supported.  

o Possibility of creating “safe” profiles for minors. There is no possibility to create 
a user profile for minors, it is necessary to manually access every control and 
activate them. 

• Privacy and security 

o Control of answers containing personal information. It is necessary to activate 
voice recognition to provide answers containing personal information. 
Additionally, a two-steps verification can be enabled using the authentication 
method available in the iPhone to provide personal answers. 

o Authentication methods. Authentication through voice profile recognition. 

o Non-human voice filtering. A pre-recorded activation message or a wake-up 
message read by a Text To Speech system can invoke the assistant. 

o Interaction with conversation history. It is possible to send a request to delete 
the conversation history from the servers. Nevertheless, the history is not 
visible. 

1.2.2.2.3 Google Home Mini and Google Nest Audio 

• Installation 

o SPA installation. A Google account is required. Wi-Fi details, Google account 
preferences and additional settings are shared from the mobile device. 

o Connected accessories installation. Permissions cannot be configured for home 
users. Anyone can add or edit accessories.  
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o Third-party skills installation. There is no third-party actions (skills) installation 
process. Knowing the activation phrase, any action can be used. 

• Interaction 

o Interaction with SPA and connected devices. Media playback can be disabled 
for the device. It is not possible to define permissions from Google Home, being 
necessary to create a family in the external application Family Link and 
configure filters by device in the application Google Home. 

o Interaction with third-party skills. There are no third-party action controls per 
user, it is necessary to create a content filter for the entire group of users in the 
house. 

• Functionality 

o Payments and transactions. Payments can be set up from the assistant. They 
support an additional authentication method based on the hardware of the 
device where the Google Home application is installed. 

o Possibility of creating “safe” profiles for minors. This option is only available on 
Android devices. For other devices it is required to manually create content 
filters that affect all the users equally, although options such as payments are 
still active after applying these filters. 

• Privacy and security 

o Control of answers containing personal information. Personal responses can be 
disabled in the settings of the Google Home Mini.  

o Authentication methods. The device supports voice authentication. However, 
using a recording of a user invoking the assistant, it is possible to impersonate 
him, being able to perform any request later, as depicted in Figure 25 and 
Figure 26. 
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Figure 25. Recording of a legitimate activation message by a malicious actor 

 

Figure 26. Impersonation attack with a legitimate activation message recorded 

o Non-human voice filtering. Messages from recordings and synthetic voices are 
not filtered. 

o Interaction with conversation history. Comprehensive options are included to 
view, pause, and automatically delete the conversation history. It also includes 
guest mode, which consists of anonymous use of the device without linking it 
to the user’s account. 

1.2.2.2.4 Amazon Echo Show 5 and Echo Dot 4 

• Installation 

o SPA installation. An Amazon account is required to use the Echos. The Wi-Fi 
data is entered into the device and the Alexa settings are synchronized from 
the mobile device. 

o Connected accessories installation. The house administrator can enable the use 
of skills from the Amazon Alexa app before using them, but a regular user can 
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activate any skill from the Echos without confirmation, and even re-activate a 
skill previously disabled by the administrator. 

o Third-party skills installation. The house administrator can enable the use of 
skills from the Amazon Alexa app before using them, but a regular user can 
activate any skill from the Echos without confirmation, and even re-activate a 
skill previously disabled by the administrator. 

• Interaction 

o Interaction with SPA and connected devices. The Echo Show 5 provides controls 
to turn off the camera and microphone. The Echo Dot does not have a camera 
but offers controls to turn off the microphone. There is no possibility to 
differentiate between users or to define permissions for specific interactions. 

o Interaction with third-party skills. The house administrator can permit the use 
of skills from the Amazon Alexa app before they are used in the Echos, but any 
user can trigger a skill from the Echos without confirmation. 

• Functionality 

o Payments and transactions. Payments can be made with the assistant via 
Amazon 1 Click. Additional confirmation methods can be configured via a voice 
profile or a four-digit code. 

o Possibility of creating “safe” profiles for minors. There is no dedicated option 
to set a safe profile for minors. It is necessary to disable and restrict settings in 
each of the categories (media playback, web browser, payments, skills, etc.) It 
is not possible to restrict the use of connected accessories. 

• Privacy and security 

o Control of answers containing personal information. There is no possibility to 
disable responses containing personal information. It is necessary to deactivate 
the functionalities completely since any user can invoke them. 

o Authentication methods. The Echo Show 5 and Echo Dot 4 have voice 
recognition, but it is only used for personalization functions, for example in 
skills. It is not used for security purposes. As in the Google Home Mini, a 
malicious actor can impersonate a legitimate user by playing a recording of the 
activation message (see Figure 25 and Figure 26). 

o Non-human voice filtering. Recorded messages and those originated by 
synthetic voices are not filtered before processing. 

o Interaction with conversation history. The Amazon Alexa application offers 
complete options for viewing, deleting, and pausing the conversation history, 
including automatic deletion options. 

1.2.2.2.5 Facebook Portal 

• Installation 
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o SPA installation. A Facebook account is required to use the Portal. The 10’’ 
touchscreen allows to users to interact with the Facebook Portal and perform 
some installation tasks such as entering the Wi-Fi connection data, language 
selection, and so on. As a Facebook product, it is necessary to associate the 
Portal with the user account in facebook.com/device by using a paring code. 

o Connected accessories installation. Anyone can enable the use of skills and 
plugins from the Facebook Portal software portal without confirmation, and 
even re-activate add-ons previously disabled by the main user. 

o Third-party skills installation. It is allowed by restricted to the Facebook Portal 
software portal. 

• Interaction 

o Interaction with SPA and connected devices. The Facebook Portal provides 
controls to turn off the camera and microphone. There is no possibility to 
differentiate between users or to define permissions for specific interactions. 

o Interaction with third-party skills. The administrator can permit the use of skills 
from the Facebook Portal software portal before they are used in the Portal, 
but any user can trigger an add-on without confirmation. 

• Privacy and security 

o Facebook Portal uses Amazon Alexa as voice agent, so, the analysis of privacy 
and security previously done to Amazon Echo Show 5/Echo Dot 4 is applicable 
to this device. In addition, Facebook Portal, records voice clips when the users 
activate the Smart Assistant by saying “Hey portal” and it sends back to 
Facebook these clips. Also, these voice clips are recorded and sent back to 
Amazon. 

o Finally, data about the Facebook Portal usage is used to target you with 
advertisements across Facebook. The company may also share specific 
demographic and audience engagement data with advertisers and analytics 
partners. 

1.2.2.3 Analysis of the results 

The analysis has shown that protection of minor users through simple and quick settings is 
practically non-existent in the tested conditions (device versions, app versions and mobile 
device to which they have been paired). In all cases it is necessary to go through the full set of 
device settings, even needing to switch between different configuration menus, to disable all 
features that may be unsafe for an unsupervised minor user. It was found that in many cases, 
restricted device settings affect all users equally, leaving features unusable for all members of 
the household, which is impractical and does not encourage users to establish these 
restrictions. A brief comparison of all SPA analysed is presented in Table 11 and Table 12, 
available in the Appendix section. 
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With respect to SPA authentication systems, it has been found that they can be compromised 
by the lack of protection measures against commands originated by an artificial source, that 
make the devices vulnerable to impersonation attacks as shown in Figure 25 and Figure 26. 

Finally, the wireless speaker, JBL Charge 4, has been tested by means of a DoS attack 
supported by a portable device (Raspberry Pi 4 model B). This test shows that, in addition to 
being susceptible to more complex attacks such as KNOB or BIAS, it is possible to disconnect 
said device from its master. In this way, by creating false device identities, it would be possible 
to connect the master to a fake device, which will be used as an access vector for the attacker. 

1.2.3 Smart Home IoT 

1.2.3.1 Operation process 

The security and privacy tests performed to the home IoT devices have been carried out within 
a virtual environment (see section 0). For its part, the operation process performed during the 
analysis of smart home IoT devices is the following: 

• Installing the recommended mobile application for managing the device. 

• Plugging the device. 

• Switching on the device, if necessary, and the mobile application. 

• HTTP data collection activities: 

o Pairing of smart home IoT device and the smartphone. 

o Turning on and use the device. 

o Device shutdown. 

• Disconnection. 

1.2.3.2 Test results 

1.2.3.2.1 Sonoff devices family 

All Sonoff devices had a similar behaviour and the results obtained were the same. So, the 
results are presented together along this section. 

• Authentication: the application associated with the smart home IoT device requires a 
user account which is verified by a code sent to an email account. 

• Insecure pairing method: the mobile app does the pairing process. To perform this 
process, the mobile app asks to user about the Wi-Fi hotspot and its credentials. As it 
can be seen in Figure 27, these credentials are sent in clear through HTTP messages. 
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Figure 27. Information sent by Sonoff devices during pairing process. 

• Unencrypted Communications: the communications between the Sonoff devices and 
external servers are supported by TLS v1.3.  

• Static MAC address: the MAC address does not change, and it is sent in clear. 

• Transmission of sensitive information to third-party servers: the privacy issues are 
managed by the mobile app and all information sent to external servers is informed 
and correctly protected. 

• Sending of information and firmware updates via HTTP: see “Insecure pairing method” 
and “Unencrypted communications” points. 

1.2.3.2.2 NiteBird smart led light strip 

• Authentication: this smart home IoT device uses the GoSund application (GoSund 
Group Co. Ltd, Shenzhen, RPC) to manage its behaviour and functionality. 

• Insecure pairing method: the pairing method is based on ZeroConf and all information 
exchange is encrypted. 

• Unencrypted Communications: the communications between the NiteBird device and 
external servers are encrypted using TLS v1.3.  

• Static MAC address: the MAC address is anonymized or not shown. 
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• Transmission of sensitive information to third-party servers: the privacy issues are 
managed by the mobile app and all information sent to external servers is informed 
and correctly protected. 

• Sending of information and firmware updates via HTTP: see “Insecure pairing method” 
and “Unencrypted communications” points. 

1.2.3.3 Analysis of the results 

The results of security and privacy tests show that those low-cost devices based on Sonoff 
technology have certain shortcomings in terms of encryption of pairing information. 
Specifically, these devices send the SSID and WPA password without any encryption during 
the initial pairing and confirmation process. This unprotected information exchange can lead 
to a takeover situation of the home Wi-Fi network. 

On the other hand, high-end commercial devices, such as the smart led light strip from 
NiteBird, use robust and secure pairing methods such as ZeroConf, which ensures a secure 
communication from the initial moment of use of this type of device. 

1.3 Recommendations  

Considering the results obtained and their analysis, we can conclude that, in general, most 
low-cost devices present a greater amount of security and privacy vulnerabilities. From a 
security point of view, these low-cost devices lack the authentication and/or encryption 
means or tools necessary to guarantee the integrity of the devices themselves or the data they 
handle. For this reason, the privacy of its users is compromised, both due to possible access 
to sensitive information handled by these devices or because said information is shared 
through insecure connections with third-party servers. In this way, it is possible to offer a 
series of recommendations whose objective is to mitigate the detected vulnerabilities. 
Furthermore, these recommendations are defined with a general application purpose, 
without discerning the device's type, price, manufacture, or origin. 

First, users must be aware of the information (data) that each device captures during its use. 
For this, it is necessary, in some cases, to read and understand the privacy policy set by the 
device or the underlying management application. In addition, it is important to limit the 
information shared with the applications, giving access only to those data necessary for their 
operation. 

Second, it is important to use well-configured users to interact with the devices and their 
management applications. For example, it is interesting to use a different username and 
password than the usual ones for each application, using key rings to safeguard more complex 
keys. 

From the point of view of configuring the devices, it is important to give them an identifying 
name and hide their MAC address if possible. A representative name facilitates unequivocal 
identification by the user for pairing with other devices or the local Internet network. 
Furthermore, the MAC address hiding prevents some attacks made through this identifier. 
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Finally, it is essential to ensure that devices that use voice as a method of interaction can 
recognise the user. In general, this type of device has the necessary tools to perform this 
recognition. This operation, together with the possibility of establishing different or non-
default activation words, allows for reducing the likelihood that agents, external to the user's 
environment, can carry out action orders for this type of device. 

1.4 Honeypot 

A honeypot is a computer security mechanism set to deceive attackers giving an appearance 
of a legitimate site with what looks like valuable information or resources for the attackers. 
However, honeypots are used to analyse the behaviour of the attackers and to identify the 
types of tools they use to penetrate the network, which vulnerabilities they exploit, and how 
they implement lateral movement. 

The objective of this section is to design and deploy an IoT honeypot to carry out research 
about how IoT attackers behave, how their attacks work, and what tools are more popular 
among this type of attacks. 

To classify honeypots, there are different factors to be considered that help choosing the 
appropriate honeypot technology depending on the target application. These factors are: the 
purpose of the project, the role of the system, level of interaction, scalability, resource level, 
availability of source code and application. Making use of this information, the taxonomy of 
honeypots shown in Figure 28 can be defined [5]: 

 

Figure 28. Taxonomy of honeypots. 

Depending on the level of interaction that the honeypot provides to the attacker, they can be 
classified into three groups: 

- Low-interaction: only limited interaction for an attacker or malware is permitted. 

All services offered by a low-interaction honeypot are emulated. Thus, low-

interaction honeypots are not themselves vulnerable and will not become infected 

by the exploit attempted against the emulated vulnerability. But will only be able 

to catch an attacker’s attention and deceive them into attacking. These are easy to 
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implement but not as useful because the attackers will rapidly know they are not 

in a real environment. 

- Mid-interaction: this type of honeypots is mid-way between low and high-

interaction. They provide a compromise between implementation complexity and 

level of realism to deceive attackers. 

- High-interaction: is a honeypot designed to give an attacker full reign of an 

environment in the sense that they are lured into compromising it. This system will 

be configured to utilize extensive system and file system logging and will also be 

subject to a very exhaustive set of IDS rules and monitoring. High interaction 

honeypots are often implemented using virtual machines, so that they can be 

reverted back to a known clean snapshot with relative ease. This type of honeypot 

is difficult to implement because of its complexity, but it is the most realistic one. 

In order to select the best scenario for the aim of the project, we study different honeypots 
[6]. Even though there are many more honeypots, the honeypots analysed in Table 6 are the 
most popular. Since they are widely used, their implementation will probably be easier 
because better documentation is available. All honeypots studied are open source, so that 
they could be implemented in our project. 

Table 6. Analysis and comparison of most popular open-source honeypots. 

HONEYPOT SERVICE CODE DESCRIPTION ADVANTAGES DISADVANTAGES 

KIPPO SSH 

Open 

Mid-
interaction 

Records brute force 
attacks and information 

associated with 
attacker’s interaction 

Useful GUI that shows the 
success/failure of 

command execution, 
visited URLs… 

Cannot simulate complete 
files 

COWRIE SSH y Telnet 

Open 

Mid-
interaction 

Records brute force 
attacks and captures the 
interaction made by an 

attacker 

- Using SCP and SFTP 
commands to download 

files beyond using “wget” 
or “curl” 

- Kippo new version 

- Emulation that logs an 
attacker's sessionà better 

understanding of 
attackers' TTPs 

It still is a mid-interaction 
honeypot 

 

DIONAEA 

 

SIP, FTP, 
TFTP, SMB, 

BBDD 

 

Open 

Low-
interaction 

Emulates Intel x86 
services and instruction 
execution and detects 

shellcodes. 

It obtains a copy of the 
malware 

It has support for IPv6 and 
TLS protocol. 

 

Easy detection by 
attackers, if used isolated 

HONEYD 
Creates 

virtual hosts 
in a network 

Open 

Low-
interaction 

Allows you to configure 
several virtual hosts in a 
computer network with 

distraction and 
honeypot uses 

In the logs you can see if 
there is traffic going to the 

configured virtual hosts 
Low interaction 
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HONEYPOT SERVICE CODE DESCRIPTION ADVANTAGES DISADVANTAGES 

GLASTOPF 
Web 

applications 
honeypot 

 

 

Open 

Low-
interaction 

 

 

It emulates web 
application 

vulnerabilities 

It allows collecting 
information related to 

attacks as RFI, LFI, SQLi, … 

Low interaction 

Focus on web applications 

 

Having studied these honeypots, it was decided that a mid-interaction honeypot would be 
interesting for the project. Cowrie was considered the best option in this case because of all 
the features and possibilities it provides. In addition, a low-interaction honeypot will also be 
implemented, selecting Dionaea as the most suitable solution. 

In order to see how attacks are developed against IoT devices, the SPA shown in Table 7 are 
considered for the study: 

Table 7 - SPA considered for the honeypot 

DEVICE TYPE FEATURES ADVANTAGES DISADVANTAGES 

Apple 
HomePod 

Mini 

SPA 

SPA: Siri 

It can be configured if a user has permission to 
add or edit devices 

Cannot interact with third party skills 

Does not support payments 

3º SPA in the 
market 

Limited ecosystem 

Google 
Home Mini 

SPA 

SPA: Okay Google 

Permissions cannot be set per user, but anyone 
can add or edit accessories 

Knowing the activation process, any action can 
be used 

Payments can be made with an additional 
method of authentication 

Market share: 
31.4% (2019) 

Somehow limited 
ecosystem 

Amazon 
Echo Show 5 

SPA 

SPA: Alexa 

WiFi data is entered, and Alexa settings are 
synchronized from the mobile device 

Administrator can enable use of Amazon Alexa 
apps, but any user can activate any skill without 

confirmation 

Most used SPA on 
the market 

Allows more 
actions than 
other SPAs 

N/A 
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In the case of wearables, in contrast with most IoT devices, that implement WiFi 
communications to connect directly to the Internet, wearable devices typically implement 
Bluetooth communications. A wearable device connects to a smartphone through BLE. This 
smartphone normally runs an application that connects to cloud servers of the wearable’s 
company or sometimes a third-party company. Figure 29 illustrates this configuration [7] and 
Table 8 analyse the wearables considered for the honeypot. 

Table 8 - Wearables considered for the honeypot 

DEVICE TYPE APP DESCRIPTION 

 

 

Mi Band 5 
[8] 

 

 

Wearable 

 

 

Mi Fit 

High-end device 

It requires authentication through the app, using an account (My Account or 
third-party account such as Google) 

App pairs the phone with Huami’s servers and hides the Auth Key in the 
phone’s file system, so that it cannot connect with other apps 

The device’s MAC is static and is being announced non-stop when it is not 
paired 

Garmin 
vívofit jr.2 

Wearable Garmin Jr. 

High-end device 

It requires authentication through the app, using an account (can be a third-
party account such as Google) 

Lack information about app-server communication 

The device’s MAC is static and is being announced non-stop when it is not 
paired 

Fitbit Ace 3 Wearable Fitbit 

High-end device 

The app uses Certificate Pinning to avoid the use of fraudulent certificates, 
so it is not possible to capture HTTP/HTTPS traffic with a MITM 

 

Honor Band 
5 

 

Wearable 

 

Huawei 
Health 

High-end device 

The app uses Certificate Pinning to avoid the use of fraudulent certificates, 
so it is not possible to capture HTTP/HTTPS traffic with a MITM 

Honor 
Watch ES 

Wearable 
Huawei 
Health 

Same as Honor Band 5 

 

BIGGERFIVE 
Fitness 

Wearable VeryFitPro 
Low-end device 

Does not require any kind of authentication or register 

TOOBUR 
Smartwatch 

Wearable VeryFitPro Same as BIGGERFIVE Fitness 



D2.3 Open Report on Methodology,  
tools & results of testing security & 
privacy issues of connected devices 

Contract No.882828  50 

 

Figure 29 - Communication scenario for wearables 

Other available IoT devices considered for the honeypot are shown and analysed in Table 9. 

Table 9 – Other IoT devices considered for the honeypot 

DEVICE TYPE DESCRIPTION 

Sonoff 
Smart 
switch 

IoT device that allows control by commuting the on/off status of any 
electrical or electronic device or appliance from any smart device such as a 

tablet or cell phone as long as the mobile phone has a network 
(2G/3G/4G/WiFi) 

Dahua Vandal Proof Wi-
Fi Dome Camera 

Webcam 
Configuration through an application called "Easy4ip" that scans a QR code 

and allows viewing the video from the mobile 

 

Once all the devices have been selected, the architecture of the honeypot can be set. Figure 
30 shows the overall architecture designed for such a honeypot. As it has already been said, 
to collect a useful amount of information for the study, two honeypots will be implemented: 
Cowrie and Dionaea. These two honeypots will be implemented in a Raspberry Pi, that will be 
connected to the Internet through a router.  

As it is also shown in Figure 30, the considered SPAs will be deployed to collect information 
about different attacks depending on the SPA, and which one of the three receives more 
attacks. The SPAs will be connected to the network through a Wi-Fi access point configured in 
the Raspberry Pi. The main idea is that the Sonoff and the webcam will also be connected to 
the network through this access point. 

Wearable devices need to connect to an app, as mentioned above, so to connect them to this 
network, we will use an Android phone to which the wearables will be connected though BLE. 
This phone will have all the different apps configured. It will then be connected through Wi-Fi 
to the Raspberry Pi, where the honeypots will be working to deceive the attacker. Multiple 
wearables will be connected, some high-end and some low-end to see how differently they 
are attacked. 
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Figure 30. Overall architecture of the designed honeypot. 

This honeypot will be deployed during 2 to 3 months. The data gathered through the honeypot 
will be analysed to learn more about how these devices are attacked, complementing the 
study carried out in the rest of the deliverable. 

1.5 Open Access Platform 

To bring together all the above, an open access platform available to the public has been 
developed. It includes: 

- The methodology described for the realization of tests for evaluating the security and 

privacy level assessment testing of IoT devices. 

- The hardware and software tools used for the automation of the tests and obtain the 

results. 

- The tests themselves and the steps followed to perform them. 

- The tool developed for automatic testing of any connected device. 

- The results obtained together with a set of recommendations for the user. 

The open access platform is available in https://rayuelaproject.github.io/RAYUELA/ 

It provides an overview of the project together with background information that facilitates 
the related pre-tasks and the contribution of these tests to the context of the RAYUELA 
project, see Figure 31.  

https://rayuelaproject.github.io/RAYUELA/
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Figure 31. Overview of the project. 

These tests have focused on the user-connected device interaction, and on the 
communication between the connected device and the communication hub. However, no 
tests as such have been performed on the part of external server or third-party applications 
and the hub system, focusing here on a theoretical study of the scenario. 

However, we are aware that despite the steps taken to enable the replication of the tests, not 
all users have the necessary knowledge and tools. Therefore, we have developed an automatic 
testing tool that allows the less expert user to assess the security and privacy vulnerabilities 
of their connected device without the need to install any tools. See Figure 32. 

 

Figure 32. Automatic testing tool. 

To do so, the user has to answer several questions related to device characteristics such as 
communication protocols, category, or physical interface, etc. These questions vary 
depending on the answers given. Since the user may not know the concepts related to some 
of the questions, the application includes pop-up windows with explanations of some terms 
that may be complex to understand. At the end of the process, the application displays a 
graphical comparison of all vulnerabilities related to the connected device, along with relevant 
recommendations, as you can see in Figure 33. This can be accessed in “Automatic testing” 
section. 
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Figure 33. Example of Amazon Echo Dot 4 results and recommendations. 

While it is true that this tool is less precise than the tests themselves, the steps to follow to 
perform the tests have been included in the “Manual testing” section, see Figure 34. The 
categories included in the platform are SPAs, smart home IoT devices, and wearables.  

 

Figure 34. Devices manual testing. 
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For each of them, the main security and privacy issues interesting to be studied have been 
described as shown in Figure 35 (an example of wearable devices). In each of the categories, 
common steps have been extracted for the security and privacy analysis tests to be performed 
on each brand and model of connected device. These steps, defined in the “Test with us!” 
section of the platform, allow the interested user to replicate the tests performed, see Figure 
36. 

 

Figure 35. Security and privacy issues to be tested. 
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Figure 36. Steps to be followed for the test replication. 

The results obtained from the tests developed for each category are presented as a conclusion 
of the information extracted. In addition, it is interesting to contrast these results with those 
obtained from other sources of information. This is the case of MITRE ATT&CK, which is an 
open database with tactics and techniques used by cyber attackers in the context of user 
security and privacy. Therefore, a visibility and detection analysis were performed to compare 
the carried out tests with real-world observations. By selection specific groups focused on 
technological devices such as those tested, it is analysed which technique are most likely on 
these devices. For each of the device categories, several techniques ranked in the MITRE 
matrices are selected based on the tests performed. Seven of these techniques are remarked 
due to the poor visibility and detection results obtained. See Figure 37. 
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Figure 37. Visibility and detection analysis matrices with MITRE ATT&CK. 

All the extracted information has been contrasted with our own results and displayed on the 
Open Access Platform. In this way, a set of recommendations are offered with the sole 
objective of avoiding or mitigating the exposed problems. Analysis of the results shows that, 
in general, most low-cost devices present a greater amount of security and privacy 
vulnerabilities. From a security point of view, these low-cost devices lack the authentication 
and/or encryption means or tools necessary to guarantee the integrity of the devices 
themselves or the data they handle. For this reason, the privacy of its users is compromised, 
both due to possible access to sensitive information handled by these devices or because said 
information is shared through insecure connections with third-party servers.  

Thus, the recommendations offered are as follows: 

• First, users must be aware of the information (data) that each device captures during 

its use. For this, it is necessary, in some cases, to read and understand the privacy 

policy set by the device or the underlying management application. In addition, it is 

important to limit the information shared with the applications, giving access only to 

the data necessary for their operation.  
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• Second, it is important to use well-configured users to interact with the devices and 

their management applications. For example, it is interesting to use a different 

username and password than the usual ones for each application, using key rings to 

safeguard more complex keys. From the point of view of configuring the devices, it is 

important to give them an identifying name and hide their MAC address if possible. A 

representative name facilitates unequivocal identification by the user for pairing with 

other devices or the local Internet network. Furthermore, the MAC address hiding 

prevents some attacks made through this identifier.  

• Finally, it is essential to ensure that devices that use voice as a method of interaction 

can recognise the user. In general, this type of device has the necessary tools to 

perform this recognition. This operation, together with the possibility of establishing 

different or non-default activation words, allows for reducing the likelihood that 

agents, external to the user's environment, can carry out action orders for this type of 

device.  

  



D2.3 Open Report on Methodology,  
tools & results of testing security & 
privacy issues of connected devices 

Contract No.882828  59 

2 Human factors affecting the vulnerability 

and risks associated to connected devices 

2.1 Human Factors Affecting Cybersecurity 

In this section, we have analysed the human factors that could play a role in cybersecurity. In 
the X-Force Threat Intelligence Index 2018 report by IBM security researchers, it was revealed 
that 95% of cybersecurity incidents are due to human error [9]. To reach this conclusion, they 
analysed the causes of various security incidents publicly disclosed throughout 2015, 2016, 
2017, and 2018.  

2.1.1 Demographic Factors 

2.1.1.1 Age 

Some studies indicate adolescents seem to become more aware of risks with age and 
experience. Early adolescents tend to be more trusting, naive, and attention-seeking, hence 
being easier targets [10]. However, it is noteworthy that late adolescents are also more likely 
to engage in risky online behaviours [11] due to puberty, biopsychosocial changes, and their 
tendency to experiment with self-identity and to discover the environment [12], [13]. Besides, 
late adolescents tend to receive more unwanted sexual solicitations, practice more the 
exchange of sexual messages (sexting), interact more with unknown people, and talk less with 
their parents about their online activities [14]. 

2.1.1.2 Gender 

Some studies show that girls tend to practice protective behaviour more than boys. Girls tend 
to talk more with their parents about their online activity, and boys tend to interact more with 
unknown people. Perhaps this is caused by gender socialization (i.e., in general, boys tend to 
have a different perception of risk due to the implicit ideal of bravery in masculinity) and facts 
such as that girls receive more unwanted sexual solicitations than boys (i.e., girls have more 
experience dealing with negative online situations) [14]. 

2.1.1.3 Internet Usage  

Frequent Internet users are at greater risk for encountering online risks such as meeting with 
strangers, sexting, and cyberbullying [13]. Besides, Internet addiction and dependency 
behaviours seem to be a predictor of risky online behaviours [15]. 

2.1.2 Psychological Factors 

2.1.2.1 The Perception of Risk 

A variety of factors led to perceive risk as:  

1) Voluntary/involuntary; 

2) Familiar/unfamiliar; 

3) Controllable/uncontrollable; 
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4) Fair or unfair; 

5) Whether the risk causes ‘dread’.  

When judging online risks, it would depend on the ability to control or avoid the risk, the dread 
of consequences, the unfamiliarity, and the immediacy of consequences [16]. 

Blythe and Camp explain that the motivation to apply security mechanisms depends on the 
perception of susceptibility to exogenous security threats, their potential severity, and the 
cost and efficacy of preventive/mitigating behaviours [17]. The trust in the place/organization 
is also relevant. 

The perception of risk is related to both safe behaviours and self-efficacy. This suggests that 
people who have higher risk perception and are familiar with previous attacks may practice 
safer behaviour and develop a higher confidence in their ability to mitigate risks. Higher risk 
perception also correlates with a higher privacy attitude [18]. 

Teenagers tend to show more confidence about perceived risks than those they face. They 
tend to be over-confident, for example, when labelling genuine emails [19]. Minors with a 
higher perception of risks have exhibited more protection skills. This study also found a 
relation between that perception and parent intervention and healthier practice [20]. In the 
case of teenagers, unlike adults, personal norms might be a more decisive factor for security 
behaviours. A feeling of embarrassment or guilt would be stronger than the fear of being 
hacked.   

2.1.2.2 Self-Efficacy 

Each person’s beliefs in his or her capabilities and the possibilities of being in control have a 
significant influence when making decisions or accepting online risks [17]. In some studies, it 
has been observed that men feel more confident in their ability; however, no differences have 
been found in behaviour. There were differences across countries, the USA having more 
significant differences than India and United Arab Emirates, and USA men perceiving higher 
levels of self-efficacy than other men. In general, “risks tend to be judged lower by men than 
women and by white people than by people of colour” [18]. 

There is no further processing when the perceived threat is low, like analysing efficacy (Parallel 
Process Model). If the threat grows and self-efficacy is perceived as low, the person can deny 
the risk or even perform riskier behaviours to avoid fear and anxiety: 

“Individuals who judge themselves to be effective in managing potential threats may feel 
neither fear nor avoid threats. On the contrary, if people judge themselves as ineffective in 

exercising control over potential threats, they react with stress and do not want to have any 
contact with them, therefore avoiding them.” [17]  

2.1.2.3 Personality Traits (Big Five Personality Traits [21]) 

• Conscientiousness (efficient/organized vs. extravagant/careless):  

Conscientiousness is a tendency to show self-discipline, act diligently, and strive for 
achievement against external measures or expectations. It is related to the way people 
control, regulate, and direct their impulses. Impulsivity and spontaneity (low level of 
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conscientiousness) are highly correlated with online risk behaviours [15]. Hard-working, 
organized, and detailed-oriented people tend to be more secure online. 

• Extraversion (outgoing/energetic vs. solitary/reserved):  

Extraversion is characterized by breadth of activities, urgency of external activities/situations, 
and energy creation from external means. This trait is characterized by a pronounced 
engagement with the outside world. Extraverts enjoy interacting with people and are often 
perceived as energetic people. Lonely people with low levels of extroversion seem to become 
victims more often than others. 

• Agreeableness (friendly/compassionate vs. critical/rational): 

The trait of agreeableness reflects individual distinctions in the general concern for social 
harmony. Agreeable individuals value getting along with others, even if they are strangers. 
They tend to be considerate, kind, generous, trusting, and trustworthy, helpful, and willing to 
compromise their interests with others. Agreeable people also have an optimistic view of 
human nature. Disagreeableness people tend to be more sceptical about the motives of 
others’ actions/petitions. Agreeable people who are inclined to be kind to strangers and 
compassionate to others tend to fall more for deception or manipulation. 

• Neuroticism (sensitive/nervous vs. resilient/confident): 

Neuroticism is the tendency to experience negative emotions, such as anger, anxiety, or 
depression. It is sometimes referred to as emotional instability and is inversely correlated to 
self-efficacy [18]. On the one hand, people with high levels of neuroticism are less trusting of 
others and have a greater sense of danger in everyday situations, which in theory, makes them 
more cautious online. On the other hand, emotional instability is correlated with social 
exclusion and loneliness, which influences their communication with family and friends about 
their online activities. 

• Openness to experience (inventive/curious vs. consistent/cautious): 

Openness to experience is a general appreciation of art, excitement, adventure, unusual ideas, 
imagination, curiosity, and a variety of experiences. People open to experience are 
intellectually curious, open to emotions, sensitive to beauty, and willing to try new things. 
High openness can be perceived as unpredictability or lack of focus, and more likely to engage 
in risky behaviours or drug-taking [22]. 

2.1.2.4 Locus of Control 

People with the perception that their online security is in the hands of companies or 
governments (responsibility external to the individual) will take fewer steps to protect 
themselves and be less cautious [17]. 

2.1.2.5 Other Psychological Effects 

• The Online Disinhibition Effect: 
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The online disinhibition effect is the lack of self-containment one feels when communicating 
online compared to communicating in person. People generally feel safer saying things online 
that they would not say in real life because they can remain completely anonymous and 
invisible behind the computer screen. In addition to anonymity, other factors such as 
asynchronous communication, empathy deficit or individual personality, and cultural factors 
also contribute to online disinhibition. 

• Learned Helplessness:  

Learned helplessness is the behaviour shown by a subject after enduring repeated aversive 
stimuli beyond his control. Lack of knowledge (about attacks or avoiding them) could lead to 
accepting being a victim. If the user thinks that he/she will become a victim eventually, he/she 
may not take any measures to prevent it [17]. Over the past few decades, neuroscience has 
provided insight into learned helplessness: the brain’s default state assumes that control is 
not present, and the presence of “help” is what is learned first. However, it is unlearned when 
a subject is faced with prolonged aversive stimulation. 

2.1.3 Sociological Factors 

2.1.3.1 Social and Family Relationships 

Lack of communication usually leads to a failure to transmit knowledge or education in the 
correct use of the Internet and other technologies, and therefore typical risk situations are 
not avoided. The quality of interpersonal relationships and their sense of loneliness also 
influence the amount of time children spend online.  

This human factor has important cultural and geographical components. Within European 
Union countries, the estimated percentage of teenagers who do not talk about their bad 
experiences online varies between 4% (France) and 30% (Estonia). Children who communicate 
openly about their online activity and negative situations during this time are less likely to act 
in risky ways on the Internet. Criminals often seek out socially or familiarly vulnerable victims 
because they (empirically) know that they are more likely to succeed in their attack. 

Regarding parental supervision: 

• Parental overprotection decreases the child’s independence. Therefore, it can be 

counterproductive and lead children to excessive Internet use and rebellious 

behaviour [23].  

• Parental monitoring/supervision from parents (using filters, checking the online 

history, sitting with the child while on the Internet) does not significantly affect online 

children’s behaviour. It is much more critical that parents understand the child and 

know how to communicate with him/her [24]. 

• Parental care and general family support are related to open communication. 

Communication is a more decisive factor than any restriction or parental monitoring 

since a child that communicates about their activity and negative situations on the 

Internet is less likely to act risky while online. 
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2.1.3.2 Privacy Attitude:  

Attitude to privacy may be culturally influenced: In Halevi et al.’s research [18], U.S. 
participants shared more information online than participants from India, United Arab 
Emirates, and Ghana. However, the level of education of each person also plays an essential 
role. 

2.1.3.3 Socioeconomic Status:  

Families with lower incomes are related to lower levels of education (especially technological 
education). According to Mitchell et al. [25], [26], the educational level of the parents is more 
relevant than the income itself as a risk factor for suffering online grooming. However, the 
socioeconomic status has also an impact on the quality of the IoT devices purchased. Cheaper 
IoT devices are highly related with lower-quality security layers, as discussed in section 2. 

2.1.3.4 Peer Influence/Pressure:  

Children tend to be more influenced by social pressure than adults, causing them to attempt 
to imitate some behaviours to become a part of the community, impress, or fit within a specific 
group. This behaviour can assiduously lead the child into risky situations [9]. 

2.2 Relationship between human factors and technological threats 

Having analysed the human factors that could play a role in cybersecurity, in this section we 
will relate them to the security and privacy issues analysed in this deliverable (Table 10). To 
do so, we will use the concept of attack vectors (“entry gates”) in which the user intervenes.  

• The vectors of “weak passwords” and “bad/no privacy and security settings” are 

related to the configuration performed by the user, typically the first few times the 

device is used.  

• “Low-end devices” refers to low-quality devices, which are usually low-priced as well.  

• The “Phishing, Vishing, and Smishing” attack vectors are social engineering methods 

based on an impersonation of a legitimate entity (e.g., bank, social network, public 

entity) with which we feel confident. These messages are usually of an urgent and 

attractive nature to prevent victims from having second thoughts. These attacks take 

advantage of a lack of critical attitude and lack of attention to details (e.g., the 

fraudulent link is usually like the one of the impersonated entities but never the same). 

• The “Baiting and Spam” attack vectors are social engineering methods based on using 

a price, a discount, or some material/economic advantage to gain access to our devices 

or to obtain sensitive personal information. Spam is more focused on advertising 

messages, while baiting tries to catch us through the excitement of “having won a 

prize” or “an incredible discount”. Baiting can also be performed in person by making 

the user plug an infected device (e.g., USB) into his or her personal devices. 
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• The “Shoulder surfing” vector is another social engineering method based on in-person 

interaction where the offender watches our device while using it in public spaces. For 

example, entering a social network or bank account password on public transport 

without realizing that a person nearby is spying on us. 

The security and privacy issues are defined as follows according to previous analysis: 

• Spoofing: Impersonation of the identity of the user or the device. 

• Lack or weak encryption: Exposure of data during the transfer of information between 

peers because these are exchanged in plain text or protected by unreliable or obsolete 

encryption methods. 

• Lack or weak authentication: Obsolete or null authentication mechanisms that allow 

access to the device with a specific role. 

• Uncontrolled voice interaction: Possibility of execution of voice commands by 

strangers or unauthorized users, as well as side-channel attacks. This security issue 

considers problems related with VMA, VSA and hidden voice commands attacks. 

• Code injection: Execution of malicious commands prepared to modify the common 

operation of the system or facilitate unauthorized access to protected parts or data. A 

specific attack included in this category is the SQL injection. 

• Data interception: Active or passive (sniffing) listening of communications between 

interconnected devices that goes unnoticed by common users. A common attack 

related with this issue is the MitM. 

• Takeover: Taking full control of the device to access data or carry out attacks that 

require cooperation between connected devices, such as the DDoS attack. 

• User data being compromised: Operation of the connected device, the underlying 

server, or third-party applications involving the loss, misuse, or unauthorized access of 

user data. 

• Violation of privacy laws: Improper use of sensitive and / or personal data that implies 

a total or partial violation of specific privacy laws such as the GDPR, COPPA, etc. 

• Lack of control and understanding: Loss of control over the management of user data 

and/or ignorance of the use made by the underlying devices and applications or 

services. This issue considers the user perception over what happen with the personal 

data managed by the device or underlaying application. 

Table 10. Relationship between human factors and security and privacy issues. 
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Gender 

(Being a Boy) 

x x x + + + 

Excessive Internet 
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Low Perception of Risk ++ ++ + ++ ++ ++ 

Low Self-Efficacy + + x + + + 

Low levels of 
Conscientiousness 

(Impulsivity) 

+ + x ++ ++ + 

Low levels of Extraversion 
(Loneliness) 

x x x + + - 

High levels of 
Agreeableness 

(friendly/confident) 

+ + x ++ ++ ++ 

High levels of Neuroticism 

(emotional instability) 

- - x - - - 

High levels of Openness 
to Experience 

(curious/risk-taker) 

+ + x + ++ + 

External locus of control ++ ++ + + + + 

Learned Helplessness ++ ++ x + + + 
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Lack of Communication x x x + + x 

Parental Overprotection x x x x + x 

Careless Privacy Attitude ++ ++ + ++ + + 

Low Socioeconomic 
Status 

x + ++ + + x 
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Spoofing ✓   ✓ ✓ ✓ 

Lack or Weak Encryption  ✓ ✓    

Lack or Weak 

authentication 

✓ ✓ ✓    

Uncontrolled voice 
interaction 

 ✓     

Code injection   ✓ ✓ ✓  

Data interception  ✓ ✓ ✓ ✓ ✓ 

Takeover ✓ ✓  ✓ ✓  
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User data being 
compromised 

✓ ✓ ✓ ✓ ✓ ✓ 

Lack of control and 
understanding 

 ✓  ✓ ✓  

Violation of privacy laws   ✓    

 

*  ++   →   high correlation 

     +    →   medium correlation 

      x    →   no correlation 

      -    →   medium negative correlation 

     --    →   high negative correlation 
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3 Cybercrime-as-a-Service exploiting IoT 

vulnerabilities 

3.1 Introduction  

IoT devices are increasingly becoming part of our daily life, facilitating our current lifestyle by 
bringing together a wide array of technologies that ultimately make possible what once was 
impossible. CaaS has seen in this emerging technology as an opportunity to increase their 
illegal services in other fields. EUROPOL, through the Internet Organised Crime Threat 
Assessment (IOCTA), which is published on a yearly basis, provides key recommendations to 
law enforcement, policy makers and regulators to allow them to respond to cybercrime in an 
effective and concerted manner. The 2020 IOCTA considers CaaS a key cybercrime issue. In 
fact, one of the three current priorities established in its introduction is “disrupting criminal 
activities related to attacks against information systems, particularly those following CaaS 
business models and working as enablers for online crime.”  

To have a general picture of CaaS on IoT devices, several reports besides IOCTA have been 
analysed, with a particular emphasis on this issue. Next sections point out the most important 
outcomes extracted from them. 

3.1.1 Standard&Poors report  

In [27], Standard and Poor’s (S&P) highlights the cyber insurance premiums, which now total 
about $5 billion annually, will increase 20% to 30% per year on average soon. Also, they point 
out the small and medium-sized enterprises, “which have a considerable untapped demand 
for cyber insurance,” will be a key growth avenue. 

3.1.2 Trend Micro report  

The analysis performed by Trend Micro in [28] indicates that, at present, cybercriminals from 
different underground communities are in the process of refining attacks against IoT devices. 
Although monetization schemes for IoT-related attacks are not yet in place for many of the 
cybercriminal underground communities, the interest we found is headed in that direction.  

Strong security measures should begin at the design phase and continue during the device 
deployment phase. Vulnerability management for different IoT devices plays a crucial role in 
minimizing attack openings.  

In addition, this report analyses the most active communities on CaaS. It states that the 
Russian underground holds the most dynamic discussions on IoT-related attacks. In this 
community, cybercriminals often post ads for services or information that they are willing to 
pay for — and one example of these are vulnerabilities.   

Monetization is the focus in this community and posts about fewer common devices show an 
exploration of new opportunities. For example, smart meters and gas pumps were also talked 
about, but only modified physical versions were being offered.  
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The second most active underground community that was mentioned is the Portuguese. The 
highlight of the findings in this community included a discussion on a criminal service that 
takes advantage of router infections, which they call “KL DNS.” It’s a redirection service that 
allows phishers to capture banking information, among others. What is of interest about this 
service is that it could be monetizing a previous mass infection of routers in Brazil in 2018 [29], 
which exploited a vulnerability in MikroTik routers. Cybercriminals could be on the lookout for 
opportunities to launch attacks of the same magnitude.  

The English underground also displayed particular interest in exploiting connected printers, 
likely because of their ubiquity in industrial and office environments, which makes them 
potential entry points.  

Finally, of interest in the Spanish underground community were methods for finding 
unprotected or unauthenticated devices that could be entry points for new attacks. An 
example of this is a discussion on how to use Google dork to find unprotected industrial 
refrigerators. The Spanish underground community even produced a software that allegedly 
could find specific devices using canned Shodan searches. The tool is called “Simple Active 
Bot,” and the seller claims it can allow remote access to the devices it finds. 

3.1.3 Nokia Threat Intelligence report 

According to the analysis carried out by Nokia in [30], IoT devices are now responsible for 
32.72% of all infections observed in mobile networks, up from 16.17% in 2019. This trend lines 
up with the growing number of IoT devices that are now connected to mobile networks.   

Comparing with 2019, the share occupied by infected Android devices has decreased, 
reflecting the shifting interest of the malicious actors toward IoT devices. Android-based 
devices still represent a major target in mobile networks.  

Future networks will suffer due to a continuous increase of IoT botnets like Mirai or toolkits 
for mobile devices like DroidJack, which has recently been used to attack web services and 
network infrastructure.  

3.1.4 IOCTA report 

The IOCTA 2020 report [31] pointed out that IoT connected devices are an additional avenue 
for DDoS attacks. According to private sector respondents, connected devices which run on 
legacy operating systems, or which have weak or non-existent password protection could be 
compromised for implementing DDoS attacks or for criminals wanting to provide DDoS 
services for other criminals, particularly as connected devices could be used for lateral 
movement to infiltrate networks. Private sector respondents also observed IoT botnets 
emerging, and while these have been mostly experimental, not yet witnessed in use for 
specific scenarios, criminals may advertise these for DDoS attacks. 

3.2 CaaS on IoT devices: an LEA perspective  

CaaS on IoT devices poses many challenges to LEAs, who must cope with emerging threats 
that usually evolve at a higher pace than highly regulated and bureaucratized public 
organizations such as them.  
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Bearing this in mind, LEA partners from RAYUELA project have put in common how their 
organizations are coping with this phenomenon. One of the key tools employed for this 
purpose has been the SWOT analysis, which has already been previously used in different 
European and other international police forces with successful results. The SWOT analysis is 
described in the following sections. 

3.2.1 Investigation based on SWOT analysis method 

A SWOT analysis is a tool designed to understand the situation of an organization by making 
a complete list of its strengths, weaknesses, opportunities, and threats. It is essential for 
current and future decision making, as it provides a guideline for knowing what is being done 
well and everything that represents a current or potential challenge.  

The analysis provides a broader picture of the organization, from its competitive advantages 
to the difficulties that may affect it. SWOT creates an accurate and useful diagnosis to detect 
internal and external problems, determine the course the organization should follow and 
provide greater knowledge about the value characteristics. 

3.2.1.1 Strengths  

In this part, LEAs’ strengths coming from the internal factors are brought forward. These are 
elements on which LEA organizations have full control and are well performed. Things like 
resources, skilled labour, previous experience, assets, specialization, equipment, and so on, 
that might be beneficial for a proper development of their duties.  

• What are your assets, and which one of those assets is the strongest?  

• What actions do you perform best?  

• What makes you better than others in fighting CaaS on IoT devices?  

• Do you have prior experience in this issue?  

3.2.1.2 Weaknesses 

Like the strengths of a project, the weaknesses are also part of the internal environment. 
Weaknesses are negative elements or low points of the company that can affect the 
achievement of objectives and hinder the achievement of the expected results. Outdated 
office equipment, low wages or low incentives would fit in this category.  

• What could you improve to fight CaaS?  

• In what ways are you not efficient?  

• What knowledge, skills and background are you missing?  

• What areas do hackers have an advantage on?  

3.2.1.3 Opportunities 

Moving away from the internal environment, opportunities fall into the external factors. In 
short, these are situations in which the project can take advantage of, or are feasible for, the 
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upcoming future as having a positive impact. Opportunities may come in the form of new 
regulations, positive market tendencies, economic factors, or high demand.   

• What external changes will bring you opportunities?  

• Will ongoing trends affect you in a positive manner?   

• What could be done today that is not being done?  

• Who can support you and how?  

• Is the industry failing to satisfy the customer needs in any way?  

3.2.1.4 Threats 

This refers to external factors that may hinder the success of your objectives. For example, 
threats to your project may be legislative changes to which you must adapt. External factors, 
similarly, to the opportunities, are beyond the organization´s control. In other words, they are 
situations foreseen for the upcoming future that need to be avoided or at least try to mitigate 
their effects. However, as most external factors are in fact challenges, some can be perceived 
as both opportunities and threats, often providing a valuable indicator.   

• What are the negative aspects/ tendencies in the current market?  

• What obstacles are you currently facing in this mission?  

• Who might cause you problems in the future and how?  

• Are there potential competitors who can give you a competition in the future?  

• What is the competition doing that might pose risks to your work?  

• Are there any potential new regulations going to affect you?  

3.2.2 SWOT Analysis results 

An overall synopsis of the answers from the partners is presented. The answers will be 
presented in a form of a summary, to respect the confidential nature of the partners’ 
responses.  

3.2.2.1 Strengths 

There is consensus among LEAs regarding proper cooperation and coordination channels to 
combat cybercrime. More specifically, LEAs in cybercrime specialised units, and cooperation 
at a national and international level are very adequate, being considered one of our biggest 
strengths against cybercrime on IoT devices. Cooperation between LEAS and industry is also 
good according to some LEAs.  

Another strength mentioned by several LEAs is the use of OSINT technologies for investigative 
purposes. These have proven to be useful not only by themselves, but also as a complement 
to other digital forensic tools owned by private companies.  
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3.2.2.2 Weaknesses 

RAYUELA LEAs have unanimously pointed out some intrinsic difficulties of CaaS that may 
hinder the investigations: CaaS usually involve multiple actors (from different countries), as 
well as heterogeneous infrastructures and legislation. On the one hand, this implies a lot of 
bureaucracy, creating difficulties to international cooperation through ‘red tape’ when 
investigating. On the other, the required number of resources to cope with it is considerably 
high.  

Anonymisation techniques. For the average user, surfing the web does not, in general, offer 
much invisibility. If it is not an advertising agency trying to target you, it could be a criminal 
looking to steal your passwords. And although it is more difficult than it used to be, it is still 
possible to maintain anonymity online. 

3.2.2.3 Opportunities 

Although cooperation between LEAS and industry is good and it has been considered strength, 
several LEAs have considered public-private partnerships as an opportunity to better tackle 
cybercrime by strengthening ties and working together to combat threats and educate 
citizens.  

Cybersecurity among its priority actions by the European Commission. The cybersecurity 
strategy is called “Open, Secure and Safe Cyberspace” and is responsible for providing an 
overview of how the EU should better prevent and deal with network disruptions and cyber-
attacks. The main objective is, in line with EU policy, to promote and foster European values 
of freedom and democracy and to ensure the secure growth of the digital economy. To 
implement the EU's priorities, several measures are envisaged to strengthen the cyber 
resilience of IT systems. The aim is to reduce online crime and strengthen the EU's 
international cyber-security and cyber-defence policy and to develop the necessary industrial 
and technological resources.  

Regulation on European data governance (Data Governance Act) will strengthen international 
cooperation. This proposal aims to promote a single market for data that favours agility in 
data management and, at the same time, is based on EU principles and values. The objective 
is to establish the foundations of a regulatory model based on the protection of the rights and 
interests affected, thus facilitating the optimal legal conditions to promote the re-use of public 
sector information with the appropriate guarantees. 

3.2.2.4 Threats 

Absence of borders in cyberspace. While technology has advanced at great speed and 
developed various unsuspected technical capabilities, legal frameworks, legal tools, and 
forums for public discussion of these issues have not. A difficult issue to resolve that should 
force states to take the initiative to find ways of regulatory conciliation; and to address the 
cases that have been raised.  

Coordination between countries could be better. Law enforcement must combat highly 
complex cyber threats (such as malware, DDoS attacks and ransomware) and deal with new 
challenges, including the handling of large volumes of data, cross-border investigations, and 
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new areas of expertise. As the cybercrime landscape continues to evolve, LEAs need to 
exchange information and knowledge with their counterparts around the world to provide a 
timely law enforcement intelligence-led response.   

Lack of data encryption on IoT devices. More security is needed on these gateways to improve 
overall system security, determining that more efforts are needed to protect IoT-related data 
to ensure the privacy of consumers and brands. Due to the constant evolution of these 
technologies, it is very difficult to know how far IoT will advance in the services of the future. 
However, what is clear today is that there are many cybersecurity and user data privacy issues 
that may affect users.  

Lack of authentication for accessing personally identifiable information on IoT devices. As 
people and devices become more connected, issues related to data protection and 
cybersecurity threat management become increasingly important. IoT devices can collect 
significant amounts of information about their users and their environment, including 
identifiable, confidential, and sensitive data. Unfortunately, early IoT devices have several 
vulnerabilities that can be easily exploited, making them easy targets for cybersecurity attacks. 

3.3 Definition of action strategies 

The most straightforward approach to developing strategies with the SWOT analysis can be 
resumed in the following four key points:  

• build on your strengths  

• minimize your weaknesses  

• seize opportunities  

• counteract threats  

In this sense, following sections detail the main outcomes that have been extracted from the 
LEAs SWOT analysis.  

3.3.1 Build on your strengths   

3.3.1.1 Boosting legislative harmonisation  

The Budapest Convention is an international treaty on crimes committed over the Internet 
and other computer networks, which deals with copyright infringement, computer fraud, child 
pornography and network security violations.  Its main objective is to implement a common 
criminal policy aimed at protecting society against cybercrime, notably through the adoption 
of appropriate legislation and the promotion of international cooperation.  

In practice, it is the only binding international instrument on this subject. It is intended as a 
guide for countries to develop comprehensive and aligned national legislation against 
cybercrime.  

It also facilitates the adoption of measures to detect and prosecute cybercriminals, both 
nationally and internationally.  The Budapest Convention has reinforced a process of 
legislative reform worldwide, thus facilitating a minimum of harmonization of legislation 
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around the world. Although many efforts have been done, legislative harmonisation should 
be improved at a European level.  

3.3.1.2 Boosting police and judicial cooperation  

The EUROPOL is a central element of the Union's overall internal security architecture. Police 
cooperation and policies in terms of cybersecurity are still being developed, with a particular 
focus on the fight against terrorism, cybercrime, and other forms of crime.  The main objective 
is to achieve a safer Europe for the benefit of all citizens of the Union, while respecting 
fundamental rights and data protection rules. 

3.3.2 Minimize your weaknesses 

3.3.2.1 Improving coordination 

The Cybercrime Strategy outlines INTERPOL's plan to support member countries' efforts in 
their fight against cybercrime by good coordinating and facilitating specialized police 
capabilities.  

It must be periodically reviewed to ensure that it maintains its relevance, continues to respond 
to new threats in the dynamic environment in which it operates, and responds to member 
countries' expectations. 

3.3.2.2 Coping with anonymisation techniques 

Cybercrime as a service takes advantage of the fact that technology is often ahead of the law 
and ahead of the knowledge of many professionals. Thanks to the existence of the Internet, 
where knowledge flows quite freely, it is not complicated to learn how to do certain things 
and contact other people through the different platforms and tools that this technology 
facilitates.  

With regards to anonymity and impersonation, it is not too difficult to “disappear” in the 
virtual world, which makes it difficult to track down cybercriminals. Therefore, better tools 
and legislation to tackle these anonymisation techniques used with malicious purposes can 
help LEAs in the fight against cybercrime.   

3.3.3 Seize opportunities  

3.3.3.1 Boosting public-private collaboration on investigating crimes in ICT networks 

Of all the types of crime, cybercrime continues to increase at the fastest rate. According to 
INTERPOL’s recent assessment of the global cyberthreat landscape, cybercriminals are 
developing and boosting their attacks at an alarming pace, exploiting the fear and uncertainty 
caused by the unstable social, economic and health situation around the world.  

The private sector plays a fundamental role in the ability to understand and act against 
cybercriminals. Only by ensuring that leading companies work side by side with law 
enforcement can we effectively respond to these cybercrime threats.  

3.3.3.2 Boosting international cooperation 

Collaboration between different international bodies is essential to respond effectively to ICT 
global threats.  
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In this sense, the European Data Governance Act, which is currently at a proposal phase, will 
provide a legislative framework for the governance of common European data spaces and for 
ensuring that the actions taken by Member States are coordinated with a view to create a 
single data market.   

The Data Governance Act helps to address one of the main obstacles to its development: 
regulatory fragmentation. Besides. the proposal for a Data Governance Regulation seeks to 
make data more widely available for use by establishing a framework that increases trust in 
data intermediaries and strengthens data exchange mechanisms across the EU. 

3.3.4 Counteract threats by improving data encryption and data standardization on IoT 

devices 

With the rapid increase in the number of IoT devices in everyday life, both personal and 
professional, new cybersecurity challenges are emerging. While they are a step forward in our 
daily lives, these connected devices often lack security. This partly explains why vulnerabilities 
are being discovered and exploited every day.  

Not everything remains the responsibility of IoT manufacturers. Aspects such as poor security 
practices (default or simple identification codes), unencrypted traffic and lack of network 
segmentation remain common failures attributable to human management.  Therefore, 
encryption and standardizations must be improved to enhance the security of IoT devices. 
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4 Conclusions 

This deliverable delves into the security and privacy vulnerabilities involved in the use of 
connected devices by minors. To do this, we start from the results of the previous task T2.1, 
where an exhaustive review of the principal vulnerabilities reported in the literature was 
carried out, and a selection of devices frequently used by young people, such as wearables, 
smart personal assistants, and smart home IoT devices, was done. 

Based on this, a general methodology is defined to assess connected devices' privacy and 
security risks. This methodology involves using hardware equipment and software tools to 
monitor the exchange of packets between the devices and the Internet. 

The application of the methodology to a specific set of selected devices makes it possible to 
verify that indeed, in many cases, there are security and privacy vulnerabilities, especially in 
low-cost devices. Among the principal vulnerabilities are those associated with weak 
authentication and encryption mechanisms (sometimes even lacking them), compromising 
user privacy and the possibility of being a victim of different types of cyberattacks.  

In parallel to this development, the attacker’s perspective in this area is analysed. For this 
purpose, an IoT honeypot is designed and deployed to understand in a practical way how 
attackers act and what are the steps followed to breach the connected device. The honeypot 
has been already deployed, but results have not been obtained yet. As an additional source 
this information is also obtained from real databases such as the MITRE ATT&CK framework 
that provides information regarding the tactics and techniques preferred by attackers when 
carrying out an attack. 

All this information is available for public consultation on an open access platform available at 
https://rayuelaproject.github.io/RAYUELA/ where the user can find the tests performed step 
by step, and even replicate them. In addition, for non-expert users, a connected device testing 
software tool has been developed that analyses the device based on answers given by the 
user to a set of questions. The tool concludes with a report of vulnerabilities found and 
recommendations for use. 

Based on this, these recommendations are proposed to mitigate these vulnerabilities and their 
collateral effects: reading and understanding the privacy policies, limiting the information that 
the user shares to what is strictly necessary, using strong credentials, and not reusing them in 
different devices/applications. 

After analysing cybersecurity problems from a technological point of view, we focus on 
studying the human factors that can influence minors' greater or lesser vulnerability to cyber 
threats. The analysis covers demographical (age, gender), psychological (perception of risk, 
self-efficacy, personality traits, locus of control), and sociological (social and family 
relationships, privacy attitude, socioeconomic status, peer influence/pressure) factors. The 
analysis establishes the relationship between these factors and the main threats to security 
and privacy previously identified. As a result, a table indicating the greater or lesser impact 
each aspect has on the different types of threats has been elaborated. These results are 

https://rayuelaproject.github.io/RAYUELA/
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helpful when developing policies or measures to protect the vulnerability of specific user 
profiles or improve their experience with technology. They can also be beneficial for designing 
the serious game in RAYUELA. However, this is something to be addressed in WP3, considering 
other WP1 and WP2 inputs. 

Finally, and given the growing importance of the CaaS phenomenon, it has specifically 
addressed how cybercriminals increasingly draw on exploiting vulnerabilities in IoT devices, 
taking advantage also of human factors. This becomes clear when analysing some relevant 
reports in this regard, such as those elaborated by various institutions and companies 
(EUROPOL, Trend Micro, Nokia Standard & Poor). Therefore, to prevent and combat the CaaS 
phenomenon, the role to be played by LEAs is considered vital. In this sense, the LEAs 
participating in RAYUELA have carried out a SWOT analysis, elaborating a complete list of 
strengths, weaknesses, opportunities, and threats that need to be considered. Based on this 
analysis, a series of strategic actions are proposed as the basis for current and future decision 
making. 
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Appendix. Tables  
 

Table 11. Comparison of installation and interaction features of SPA. 

SPA Apple HomePod Mini 
Google Home Mini / 
Google Nest Audio 

Amazon Echo Show 5 / 

Echo Dot 4 
Facebook Portal 

Installation 

SPA installation An iCloud account and an 
Apple device are 
required. Wi-Fi details, 
Siri and other 
preferences are shared 

from the iPhone. 

A Google account is 
required. Wi-Fi details, 
Google account 
preferences and 
additional settings are 
shared from the mobile 

device. 

An Amazon account is required to use 
the Echos. The Wi-Fi data is entered 
into the device and the Alexa settings 
are synchronized from the mobile 

device. 

A Facebook account is required 
to use the Facebook Portal. The 
Wi-Fi data is entered into the 

device ant then the device is 

associated with the user 
account by using a parity code. 

Connected accessories 
installation 

It is possible to configure 
whether a user has 
permission to add or edit 

devices. 

Permissions cannot be 
configured for home 
users. Anyone can add or 

edit accessories. 

Only the house administrator can add 
devices and edit them with the Alexa 
application. 

Anyone can enable the use or 
skills and plugins from the 
device software portal without 
confirmation, an even re-
activate add-ons previously 
disabled by the main user. 

Third-party skills 
installation 

Third-party skills cannot 

be configured. 
There is no third-party 
actions (skills) 
installation process. 
Knowing the activation 

The house administrator can enable 
the use of skills from the Amazon 
Alexa app before using them, but a 
regular user can activate any skill 

It is allowed by restricted to the 
device software portal. 
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phrase, any action can be 

used. 
from the Echos without confirmation, 
and even re-activate a skill previously 

disabled by the administrator. 

Interaction 

Interaction with SPA and 
connected devices 

Voice and touch control 
can be deactivated. The 
use of multimedia 
devices can be disabled, 
and the control of 
connected accessories 

can be specified per user. 

Media playback can be 
disabled for the device. It 
is not possible to define 
permissions from Google 
Home, being necessary 
to create a family in the 
external application 
Family Link and configure 
filters by device in the 
application Google 

Home. 

The Echo Show 5 provides controls to 
turn off camera and microphone. In 
case of Echo Dot 4, there is not 
camera, but it is possible to turn off 
the microphone. In both cases, there 
is no possibility to differentiate 
between users or to define 

permissions for specific interactions. 

The device provides controls to 
turn off the camera and 
microphone. There is no 
possibility to differentiate 
between users or to define 
permissions for specific 
interactions. 

Interaction with third- 
party skills 

There is no possibility to 
interact with third-party 

skills. 

There are no third-party 
action controls per user, 
it is necessary to create a 
content filter for the 
entire group of users in 

the house. 

The house administrator can permit 
the use of skills from the Amazon 
Alexa app before they are used in the 
Echo Show 5 or Echo Dot 4, but any 
user can trigger a skill from the Echos 

without confirmation. 

The administrator can permit 
the user of skills from the device 
software portal app before they 
are used in the Facebook Portal, 
but any user can trigger and 
add-on without confirmation. 
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Table 12. Comparison of functionality, privacy, and security features of SPA. 

SPA Apple HomePod Mini 
Google Home Mini / Google Nest 
Audio 

Amazon Echo Show 5/Echo Dot 
4/Facebook Portal 

Functionality 

Payments and 
transactions 

Payments or purchases from the Apple 
HomePod Mini are not supported. 

Payments can be set up from the SPA. They 
support an additional authentication 
method based on the hardware of the 
device where the Google Home application 
is installed. 

Payments can be made with the SPA via 
Amazon 1 Click. Additional confirmation 
methods can be configured via a voice 
profile or a four-digit code. 

Possibility of creating 
“safe” profiles for minors 

There is no possibility to create a user 
profile for minors, it is necessary to 
manually access every control and 
activate it. 

This option is only available on Android 
devices. For other devices it is required to 
manually create content filters that affect 
all the users equally, although options such 
as payments are still active after applying 
these filters. 

There is no dedicated option to set a safe 
use profile for minors. It is necessary to 
disable and restrict settings in each of 
the categories (media playback, web 
browser, payments, skills, etc.). It is no 
possible to restrict the use of connected 
accessories. 

Privacy and security 

Control of answers 
containing personal 
information 

It is necessary to activate voice 
recognition to provide answers 
containing personal information. 
Personal responses that may contain 
sensitive information require an 
additional 
authentication step with the 
smartphone. This feature can be 
disabled in the Home application 

Personal responses are linked to the voice 
profile of the user. They can be disabled in 
the settings of the Google Home Mini. 

There is no possibility to disable 
responses containing personal 
information. It is necessary to deactivate 
the functionalities completely since any 
user can invoke them. 
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SPA Apple HomePod Mini 
Google Home Mini / Google Nest 
Audio 

Amazon Echo Show 5/Echo Dot 
4/Facebook Portal 

 

Authentication methods Authentication through voice 
recognition. Activating the additional 
authentication step with the 
smartphone can prevent 
impersonation attacks with a voice 
recording of a legitimate user. 

The device supports voice authentication, 
however, using a recording of a user 
invoking the SPA, it is possible to 
impersonate him, being able to perform 
any request later. 

The device has voice recognition. But it is 
only used for personalization functions, 
for example in skills. It is not used for 
security purposes. A malicious actor can 
impersonate a legitimate user using a 
recording of the activation message, 
being able to make any request.  

Non-human voice 
filtering 

A pre-recorded activation message or a 
wake-up message read by a TTS system 
can invoke the assistant.  

Messages from recordings and synthetic 
voices are not filtered. 

Recorded messages and those originated 
by synthetic voices are not filtered. 

Interaction with 
conversation history 

It is possible to send a request to delete 
the conversation history from the 
servers, however, the history is not 
visible.  

Comprehensive options are included to 
view, pause, and automatically delete the 
conversation history. 

The device application offers complete 
options for viewing, deleting, and 
pausing the conversation history, 
including automatic deletion options. 

 


